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ABSTRACT

Stricter regulations on personal data are causing a shift towards
contextual advertising, where keywords are used to predict the
topical congruence between ads and their surrounding media con-
texts — an alignment shown to enhance advertising effectiveness.
Recent advances in Al, particularly large language models, have
improved keyword extraction capabilities but also introduced con-
cerns about computational cost. This study conducts a comparative,
survey-based evaluation experiment of three prominent keyword
extraction approaches, emphasising user-perceived accuracy and ef-
ficiency. Based on responses from 552 participants, the embedding-
based approach emerges as the preferred method. The findings
underscore the importance of human-in-the-loop evaluation in
real-world settings.

CCS CONCEPTS

« Information systems — Crowd sourcing; Information ex-
traction; Relevance assessment; Retrieval efficiency.

KEYWORDS

Keyword extraction, Human evaluation, Data analysis, Statistical
methods, Word embeddings, Language models

ACM Reference Format:

Jingwen Cai, Sara Leckner, and Johanna Bjorklund. 2025. From Precision
to Perception: User Surveys in the Evaluation of Keyword Extraction Al-
gorithms. In Workshop on Human-In-the-Loop Data Analytics (HILDA’ 25),
June 22-27, 2025, Berlin, Germany. ACM, New York, NY, USA, 9 pages.
https://doi.org/10.1145/3736733.3736741

1 INTRODUCTION

Keyword extraction is a central task in many natural language pro-
cessing (NLP) algorithms, used to extract words or phrases that
effectively represent a given document. It underpins applications
such as information retrieval, document categorisation, and sen-
timent analysis [9, 25]. Various algorithmic solutions have been
proposed [6, 11, 23, 31], from early statistical methods based on
word frequencies to recent implementations using large language
models (LLMs), each differing in how they assess word relevance
and compose keyword sets. In contextual advertising, keyword
extraction plays a crucial role, aligning ads with contextually rel-
evant media content, improving ad targeting, click-through rates
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and content-moderation effectiveness [18, 28, 37]. However, this do-
main imposes several unique challenges: real-time auctions demand
low-latency processing, and keyword accuracy directly affects rev-
enue potential. Thus, there is a growing need for methods that are
not only effective but also computationally efficient.

Despite notable advances, existing evaluation methods tend to
rely on static gold-standard datasets created for general purposes, of-
ten neglecting user perception and context-specific relevance [3, 35].
This creates a mismatch between algorithmic outputs and practical
utility — particularly when semantic alignment is prioritised over
surface-level matches. Moreover, while LLM-based methods offer
potential gains, their perceived value over simpler alternatives from
a user perspective remains under-explored. Therefore, there is a
need for increased human involvement in the evaluation and for
efficient methods grounded in human-perceived coherence.

To address these gaps, this study uses a human-in-the-loop eval-
uation framework for comparing keyword extraction approaches.
We conduct both quantitative and qualitative assessments of three
widely used keyword extraction algorithms, each with a different
level of complexity: (i) TF-IDF, a straightforward statistical method;
(ii) KeyBERT, which uses a deep neural network for keyword se-
lection; and (iii) Llama 2, a robust open source LLM of medium
size. For the quantitative assessment, keywords are benchmarked
against participant-selected gold standards, while for the qualitative
analysis, user preferences are collected through survey-based user
experiments. Novel analytical tools are introduced to control for
experimental variability in subjective evaluations.

By emphasising human-in-the-loop evaluation and user-perceived
relevance, this study aims to inform both researchers and practition-
ers in selecting keyword extraction methods suited to real-world
applications. Specifically, we address the following research ques-
tions:

RQ1 What factors should be considered when conducting human-
in-the-loop evaluations of keyword-extraction algorithms?

RQ2 How do the keywords generated by TF-IDF, KeyBERT, and
Llama 2 perform in terms of precision-based and perception-
based evaluations?

RQ3 What are the implications of the findings for real-world
applications such as contextual advertising?

2 THEORETICAL BACKGROUND

This study evaluates three keyword extraction methods: a classical
statistical method, a modern extension leveraging neural word em-
beddings, and a large language model. One of the oldest, but still
popular, methods for keyword extraction is TF-IDF [1, 21, 32]. It
applies to document collections and estimates the importance of a
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word in a given document by relating the frequency of the word
within the document (term frequency, TF) to the number of docu-
ments in the collection that contain the word (document frequency,
DF). Although TF-IDF is easy to implement and computationally
efficient, it fails to distinguish between the alternative meanings of
a term. This limits the accuracy of the method. KeyBERT [17], in
contrast, uses the pre-trained language model BERT [11] to capture
word semantics by translating them into embeddings for keyword
selections. Prior studies have shown that KeyBERT achieves higher
similarity to author-assigned keywords [20]. It also performs better
on domain-specific datasets [29], largely due to its ability to reflect
the context and semantics of the text, which statistical methods
such as TF-IDF ignore [20]. While more accurate, KeyBERT requires
more computational resources than TF-IDF and its performance
depends on domain and fine-tuning [2, 29, 30]. The third extraction
approach is an LLM, here represented by Llama 2 [22]. LLMs have
become general-purpose tools in NLP due to their power and flex-
ibility, but at the expense of high processing costs. Llama 2 is an
open-weight model trained on public data, and has been fine-tuned
through reinforcement learning with human feedback.

Evaluations of keyword extraction algorithms typically rely on
automated methods, focusing on precision and recall with respect
to gold-standard keywords [3]. This makes comparison possible
across studies using the same dataset, but does not capture how
well algorithms meet human expectations and needs. As end users
of these algorithms or downstream NLP tasks, humans are gener-
ally better at understanding fundamental aspects that automated
approaches struggle with, such as semantics and context [38], al-
though LLMs have narrowed this gap.

While existing studies focus on incorporating human preferences
into model training, for example, through instruction tuning and
human-in-the-loop approaches [10, 16, 33], few explicitly analyse
user perception of algorithm performance. Comprehensive user
evaluation as a means of performance assessment remains under-
researched. While some studies have assessed the effectiveness of
information retrieval systems [12, 36], and document clustering ap-
proaches [13], in terms of human-perceived coherence, such studies
are scarce. In the context of keyword extraction, human-in-the-loop
evaluations are particularly limited, despite their potential to pro-
vide more nuanced and practically relevant insights. This oversight
may stem from the practical challenges of manual evaluation pro-
cesses, which are typically resource-intensive, time-consuming,
domain-specific, and not easily reusable [5, 8, 14, 27]. For this rea-
son, there is also a lack of efficient methods to reliably assess human
interpretation [13]. Given the importance of keyword extraction in
applications like contextual advertising — where user engagement
and relevance are key — there is a clear need to assess these meth-
ods based on user experience. Human-in-the-loop approaches are
essential not only for improving extraction algorithms, but also for
developing and refining evaluation methods themselves.

3 METHODOLOGY

To answer the research questions outlined in the introduction, we
complement a quantitative benchmark of algorithmic performance
with a qualitative evaluation, based on three survey-based user
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experiments!. To address RQ1 and prepare for the experiments,
we formulate a set of evaluation properties which are presented
in Section 3.1. For RQ2, we quantify the standard quality metrics
across the three evaluated algorithms and analyse the experimental
results based on the defined properties. Finally, we analyse the
outcome of the experiments to answer RQ3.

3.1 Target Properties

Inspired by the works of Stiennon et al. [33] and Shin et al. [30], we
identify a set of properties that characterise high-quality keyword
sets. To this end, let d be a news article and W = {wy, w,...} an
ordered set of keywords extracted from d. We say that the set W is
a proper keyword set for the news article d if it is:

e comprehensive in that it covers multiple aspects of d,

e representative in that it captures the central features of d,

e distinctive in that its keywords stand out as unique for d
compared to the other words in d, and

e reasonable in that it appears coherent and meaningful.

As we will further discuss in Section 3.3, these properties are
partially overlapping, but combined they provide a fair predictor
of overall quality. To validate this claim, participants were asked
to give explicit feedback on the subjective overall quality of the
presented keyword sets. Moreover, during the user evaluation, gold-
standard keyword sets were collected and used to quantitatively
calculate standard quality metrics in terms of precision, recall, co-
sine similarity and edit distance. Ideally, a good algorithm should
achieve high precision, recall and cosine similarity, in combination
with a small edit distance.

3.2 Experimental Setup

Online news articles were chosen for the user evaluation experi-
ments because they are a common target for contextual advertising
and their literary style lends itself well to algorithmic analysis.
Articles were sourced from a dataset provided by Aeterna Labs?,
containing over 45 000 news articles from quality publications such
as The Guardian, mostly published in 2022. After filtering for length
(under 350 words), 50 articles were randomly sampled. Finally, five
task articles (see Table A.1 in Appendix A) were manually selected
to represent a diverse range of topics — society, sports, culture,
music, and wildlife — while ensuring the use of accessible language
without domain-specific terms. For each task article, ten keywords
were generated using TF-IDF, KeyBERT, Llama 2 and participant-
annotated “gold standards” (see Table A.2 in Appendix A), creating
a 5 X 4 task instance pool.

Data preprocessing used the ROUGE list [15] to remove stop
words, but was otherwise kept to a minimum to avoid influencing
the keyword extraction algorithm comparisons. Keywords were ex-
tracted using the default 1-gram settings for all algorithms to adhere
to the minimal-variable and standard implementation approach. For
KeyBERT, we used the pre-trained model all-MiniLM-L6-v2 [17]
and for Llama 2 we chose the 7 billion parameter version with
prompts based on the KeyLLM project?.

!Data and detailed results are available at https://github.com/JingWen17/Precision_t
o_Perception

2Aeterna Labs is a Swedish adtech company; see https://aeternalabs.ai/

3See https://maartengr.github.io/KeyBERT/guides/keyllm.html
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Participants were recruited from the Prolific platform®. A total
of 552 participants residing in the UK took part in the study across
three experiments. Only the input from those who completed the en-
tire task was considered a valid feedback data point and included in
the analysis. To maintain anonymity, each participant was assigned
a unique identification number and no identifying information was
collected. The online survey was designed using the web-based
annotation tool Potato [26], including four sections: introduction,
demographics, main tasks and experience feedback. In the main
task section, each participant was randomly assigned several task
instances from the pool. Each task instance consisted of reading the
task article, reviewing the extracted keywords, and rating them on
a seven-point scale using Likert-type questions (see Section 3.3.1).

3.3 Experiments

Three user evaluation experiments were conducted, each following
the procedure outlined in Section 3.2. The preliminary experiment
aimed to test the interactive workflow, refine the phrasing of task
questions, and verify technical functionality. The main experiment
gathered evaluation data on the performance of each extraction
method in isolation. To support further analysis of user perceptions,
the supplementary experiment was then performed to allow a direct
comparison between the methods.

3.3.1  Preliminary Experiment. To ensure clarity and reduce the
risks of poorly worded questions affecting participants’ responses,
each of the five properties described in Section 3.1 was assessed
using three differently formulated questions:

(1) Comprehensiveness
(a) How well do the keywords cover the main article?
(b) To what extent do you think these keywords cover impor-
tant information from the article?
(c) To what degree do you think these keywords comprehen-
sively summarise the main article?
(2) Representativeness
(a) To what extent do the keywords adequately capture the
properties of the main article?
(b) In your opinion, how accurately do these keywords repre-
sent the overall article?
(c) To what degree do you think these keywords represent
the original article?
(3) Distinctiveness
(a) How unique do you find these keywords in relation to the
original article?
(b) How do these keywords stand out when compared to other
words in the article?
(c) How would you rate these keywords in terms of their
distinctiveness for the article?
(4) Reasonableness
(a) Inyour opinion, does the selection of these keywords seem
reasonable in the context of the article?
(b) If you were asked to select a set of keywords from the
article, then how would you rate the reasonableness of the
given ones compared to your selection?

4See https://www.prolific.com
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(c) To what degree do you think these keywords make sense

in relation to the original article?
(5) Owverall quality

(a) Considering the previous questions, what is your general
opinion of these keywords for this article?

(b) To what extent do you agree with the selection of these
keywords based on their overall quality to reproduce the
original article?

(c) How would you evaluate the overall quality of these auto-
matically generated keywords?

In addition, participants were asked to choose ten keywords
from each article according to their personal preferences. At the
end of the preliminary experiment, gold-standard keyword sets
were formed based on the ten most frequently chosen words for
each task article. This experiment also asked about the participants’
fatigue levels which helped to calibrate the optimal number of task
instances assigned to each participant to balance their engagement
with annotation efficiency.

The preliminary experiment involved 196 valid participants, each
randomly assigned three task instances covering different articles,
resulting in approximately 40 data points for each article-algorithm
combination. To reduce the mental load, the questions were split
into two sets: (comprehensiveness, distinctiveness, overall quality)
and (representativeness, reasonableness, overall quality). Each task
instance comprised only one question set, requiring participants to
complete nine Likert ratings and select ten keywords.

To understand the impact of the alternative question phrasings,
we developed two novel statistical approaches. In horizontal analy-
sis, each combination of task instance (article and algorithm) and
property ¢ was assessed individually. For each combination, the
consistency of the participants’ answers was measured across three
different phrasings related to property c. For example, the middle
three columns in Figure 1 show the average scores and standard de-
viations for the three phrasings on distinctiveness. In this case, the
participants’ scores appear to be fairly independent of the choice
of phrasing. It makes little difference whether question 3.a, 3.b, or
3.c is used )(Z(df = 38, N = 60) = 3.32, p > .99. However, the
phrasing 3.a yields slightly lower standard deviations, indicating

more consistent responses.
5a 5b 5.c

Overali Quali'ty

N w » v

Evaluation Scores

-

0

Figure 1: An example of horizontal analysis on feedback con-
sistency for a task instance across 20 participants. The y-axis
shows the mean values of the scores awarded by the partici-
pants, with the black lines indicating standard deviations.
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Figure 2: An example of vertical analysis on feedback consis-
tency for a participant. Each column of diagrams corresponds
to a property, while each row corresponds to a task instance.
The x-axis represents the alternative phrasings for each prop-
erty. The participant’s scores are shown on the y-axis. The
horizontal orange lines show the mean scores across three
phrasings for the same property and the same instance. The
bars show the differences between each score and their cor-
responding mean score.

In wvertical analysis, we measured the variation in individual
participants’ responses. When an individual assesses the same key-
word set under the same property but with different phrasings, the
average of these scores is assumed to reflect their “true” opinion.
Therefore, for all task instances, the smaller the difference between
the specific phrasing score and this average, the more indicative
that particular phrasing is. Figure 2 shows an example of a partici-
pant’s ratings and absolute deviations of one set of questions. In
this case, for comprehensiveness, phrasing 1.c shows the greatest
deviation from the average scores (indicated by the orange lines)
across three instances, suggesting it is less reliable and should be
avoided in the main study compared to the other two phrasings.

3.3.2  Main Experiment. Based on the horizontal and vertical anal-
yses of the preliminary experiment’s results, phrasings 1.a, 2.c, 3.a,
4.a, and 5.c were chosen for each property. Consequently, only these
five were used as task questions in the main experiment to make
the task more manageable for the participants. In addition to the
automatically extracted keyword sets, the gold-standard keyword
sets, stemming from participant annotations in the preliminary
experiment, were also included without disclosing the fact that
they were not algorithmically generated. In this case, each partic-
ipant was randomly assigned four task instances, one more than
in the preliminary experiment, due to the reduced number of task
questions and participants’ feedback on fatigue levels reported in
the preliminary experiment (three instances with ten questions
for each are manageable on average). The number of evaluation
data points required for each of the 20 task instances in the main
experiment was increased to 50 compared to the preliminary ex-
periment, where the focus was on preparation. Thus, a total of 264
participants were included in the main experiment.

3.3.3 Supplementary Experiment. In both the preliminary and main
experiments, each task instance involved assessing a single set of
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keywords in relation to its source article. This design aimed to min-
imise the independent variables that could influence participants’
responses. However, to allow a direct comparison between these
keyword extraction methods, a supplementary experiment was con-
ducted in which participants ranked all four keyword sets extracted
from the same article, that is, those generated by TF-IDF, KeyBERT,
Llama 2, and the gold standard. To avoid potential bias, these key-
word sets were randomised and presented as Group A, Group B,
Group C, and Group D, preventing participants from perceiving a
particular order among the keyword sets that might influence their
evaluations. Instead of using Likert-based questions, participants
choose the best and worst sets for each of the first four properties
in Section 3.1, using similar phrasings to those in the main exper-
iment. In addition, participants were asked to rank the keyword
sets with respect to their overall qualities. Each task instance thus
includes eight single-choice questions and one sequencing ques-
tion. A total of 92 participants were included in this experiment,
ensuring at least 50 evaluation data points per task article. Each
participant completed three task instances, to reduce the potential
fatigue caused by the expanded set of questions.

4 RESULTS AND DISCUSSION

This section presents the results of the experiments described in
Section 3.3. These are then analysed and the emergent patterns are
discussed. We begin by evaluating the soundness of the approach.

4.1 User Evaluations as an Indicator of
Algorithm Performance

Following recommendations from prior research [4], we propose
combined manual and automated evaluation. To reduce cost and
time, we engage a large number of non-experts in our studies,
which also reflects real-world end-user scenarios. The challenge
of subjectivity is addressed through the inclusion of a user survey.
To analyse the effects of different question phrasings in relation
to each evaluation property, we use the horizontal and vertical
analysis methods introduced in Section 3.3.1. Both assume that,
whether for the same task instance or the same participant, the
standard deviation and mean of responses to differently phrased
questions assessing the same evaluation property should not vary
significantly. Otherwise, the phrasing results in poor consistency
in user feedback and should be avoided in the main experiment.

While Kendall’s W [19] is a commonly used non-parametric
statistic to test assessment consistency and inter-rater reliability
often for ordinal ratings, its general use requires that each task
instance must be evaluated the same number of times. This con-
dition is not met in our experiments, where we only ensure that
each task instance receives more than the baseline number of valid
data points defined for the final evaluation; the remainder of the
sampling procedure is entirely random. For this reason, we do not
apply Kendall’s W in our analysis.

4.2 Target Properties Used for Evaluation

RQ1 aims to evaluate keyword sets regarding the properties, tailored
to capture fundamental aspects of how humans assess keyword
quality. Overall, the experimental results indicate that the proper-
ties fulfil their intended purpose. The exception is distinctiveness,
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Figure 3: Averaged evaluation scores from the preliminary
experiment. The colour of each cell reflects the average score
of the corresponding question for participants who were ran-
domly assigned to that task instance. The deeper the colour,
the higher the evaluation score.
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Figure 4: Averaged evaluation scores for each task article
from the main experiment. The colour of each cell reflects
the average score of the corresponding question across the
participants randomly assigned to that task instance. The
deeper the colour, the higher the evaluation score.

which receives notably lower participant ratings in both prelim-
inary and main experiments (see Figures 3 and 4). Open-ended
feedback reveals that while the keywords effectively cover the
general information of the articles, they often miss details such as
named entities and the nuanced article’s tone. These comments also
include gold-standard keywords. For instance, the notably higher
distinctiveness of the gold-standard keywords in Article 4 (see Figure
4) may be attributed to its selection of all specific brand and celebrity
names (see Table A.2 in Appendix A), which makes it less general com-
pared to the algorithmic keyword sets. Another explanation is that,
despite the efforts to formulate clear task questions, the concept
of distinctiveness may not have been adequately defined, poten-
tially introducing randomness into participant ratings. Addressing
the measurement of distinctiveness with greater precision is an
intriguing topic for future studies.

The evaluation scores from the main experiment (Figures 4) ex-
hibit clear patterns in participants’ assessments of the properties,
which repeat across different articles and keyword sets. Specifically,
distinctiveness consistently receives the lowest scores and compre-
hensiveness and representativeness are rated similarly. In addition,
there is no explicit evidence of trade-offs among the properties
based on evaluation ratings or comments. For instance, in Fig-
ure 4, while participants rate Article 1 higher on distinctiveness
compared to Article 5 on average, the ratings on other proper-
ties also increase, suggesting a general trend rather than distinct
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trade-offs. Further analysis using the Pearson correlation coeffi-
cients of the main experiment’s results reinforces these findings.
The analysis shows a stronger positive correlation among com-
prehensiveness, representativeness and resonableness than the cor-
relation between the distinctiveness with other properties across
all keyword sets. For example, comprehensiveness and representa-
tiveness are found to be moderately positively correlated in gold
standard ratings, r(N = 255) = .77, p < .01, whereas the correlation
between comprehensiveness and distinctiveness are more neutral,
r(N = 255) = .38, p < .01. Across different task articles, these cor-
relations remain positive but generally decrease. For example, the
correlation between comprehensiveness and distinctiveness drops to
r(N =208) = .19,p < .01 in ratings of Article 3.

4.3 The Influence of Algorithmic Complexity
on User Preferences

Turning to RQ2, participants’ preferences vary notably depending
on the task articles. For example in Figure 3, KeyBERT keywords
(row 6) are rated lower than TF-IDF (row 1) and Llama 2 (row 11)
for Article 1. However, this pattern is completely reversed for Ar-
ticle 3 (rows 3, 8, and 13). Despite this article-specific variation, a
slight overall trend emerges in favour of KeyBERT across all articles.
On average, KeyBERT receives 14.8% higher ratings than TF-IDF
and 1.3% higher than Llama 2. This aligns with other compara-
tive evaluations [2, 20], highlighting KeyBERTs ability to produce
high-quality keywords. However, the finding that it performs at
least as well as Llama 2 in terms of direct user ratings is novel.
Figure 4 further supports this result. For instance, KeyBERT’s high
ratings for Article 3 are comparable to the gold standard, receiv-
ing a 1.2% higher average score. When averaging scores across
all articles, KeyBERT keyword sets are rated highest, on average
5.8% higher than the other two algorithms, followed by TF-IDF
and then Llama 2. These results suggest that a relatively simple
but specialised solution can outperform a more powerful one in
terms of user preferences when extracting keywords, especially for
structured, high-quality corpora.

To quantitatively assess the quality of the algorithmic keyword
sets, they are compared against the gold-standard keywords using
standard quality metrics, see Table 1. The first two columns show
the precision and recall, which results in identical figures in this case
because both algorithmic and gold-standard sets have a fixed length
of ten. Higher precision and recall indicate stronger overlap with
human-annotated keywords, reflecting the effectiveness and com-
prehensiveness of the evaluated algorithm in extracting keywords
that closely resemble human choices. To assess the semantic similar-
ities, Word2Vec [24] is used to compute the cosine distance between
each algorithmic keyword set and the gold-standard keyword set. A

Table 1: The comparisons of algorithmic keywords with gold-
standard keywords. The metric values for each keyword ex-
traction method are averaged across five task articles.

Keywords Precision Recall Cosine Similarity Edit Distance

TF-IDF 0.56 0.56 0.50 3.10
KeyBERT 0.54 0.54 0.55 2.92
Llama 2 0.40 0.40 0.44 2.90
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higher cosine distance reflects greater semantic alignments. Finally,
the edit distance concerning position replacements is calculated, to
account for the order of the keywords. Algorithmic keyword orders
are based on their weights during extraction, whereas the order
of gold-standard keywords reflects the frequency of participant
selections. Therefore, even if an algorithm extracted the correct
terms, a low ranking of highly participant-selected terms would
still increase the edit distance.

Overall, the quantitative analysis combining precision, recall,
cosine distance, and edit distance aligns with findings from the
preliminary and main experiments. When evaluated against the
gold-standard keywords, KeyBERT s keywords are found to be
“closer” to those selected by participants, which may explain why
they had higher scores. KeyBERT’s ability to capture semantics and
context has been highlighted in previous work [2, 20]. With respect
to the research questions, this makes it more likely that KeyBERT
will resonate with a target audience and align with the contextual
nuances of advertising campaigns, which in turn increases the like-
liness for advertising efficiency and hence the return on investment
[7, 34].

4.4 Automatically Versus Manually Selected
Keywords: The Gap Is Still Significant

In the main experiment, participants occasionally assign higher
scores to an algorithmic keyword set than gold-standard keywords.
However, in the supplementary experiment, where participants
rank all four keyword sets directly, the gold-standard keywords
almost always come out on top (see Figure 5). There is a marked
preference for gold-standard keywords, where the total number
of participants selecting them as the best set is typically 1.5 to 4.6
times higher than algorithmic keyword sets. However, for mem-
bers of the latter set, the differences are not statistically significant,
x2(df = 14,N = 1493) = 8.53, p = .86. Related to RQ1 and RQ3, this
is further evidence of the importance of human annotations in algo-
rithm evaluations. For contextual advertising, this also shows the
importance of including manually entered keywords in targeting,
and taking a human-in-the-loop approach to Al-driven advertising.
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Figure 5: Participant rankings of the keyword sets. The x-
axis represents each extraction method, and the y-axis shows
the frequency with which each keyword set is chosen for a
specific rank.
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5 CONCLUSION

Keyword extraction remains a vital task in NLP. Recent advances
in language modelling contribute to groundbreaking progress in
a wide range of areas, but come at the cost of increased compu-
tational complexity and higher hardware requirements. Although
neural models are often fine-tuned with human feedback, less effort
has been spent on analysing the user-perceived performance of
downstream algorithms that depend on the algorithms or LLM’s
output. For keyword extraction, simpler models can still be com-
petitive, especially for applications such as contextual advertising
that require the efficient processing of large amounts of text.

Beyond typical precision-based evaluation metrics, this study em-
phasises user perceptions in assessing three representative keyword
extraction methods: TF-IDF, KeyBERT, and Llama 2. To ensure con-
sistent feedback and minimise unexpected shifts in user responses,
a set of evaluation properties is developed and implemented. In
addition, two novel analytical approaches — horizontal and vertical
analysis — are introduced for analysing question phrasing consis-
tency, offering valuable insights for improving experimental design.
The experimental results reveal variations in the participants’ pref-
erences across different articles. Overall, KeyBERT outperforms
TF-IDF and Llama 2, proving its effectiveness. Although the gold
standard is strongly preferred by participants, differences among
the algorithmic sets are not statistically significant. These findings
underscore the importance of human-in-the-loop evaluation and
provide insights for researchers and practitioners to reflect on the
balance between performance optimisation and user-centred evalu-
ation, particularly for real-world applications where computational
efficiency is critical and the primary goal is to meet end-user needs.
Rather than solely pursuing incremental improvements in precision,
it is worth considering what real users truly value in practice.

6 LIMITATION AND CHALLENGES

This study focuses on comparing different algorithm-generated key-
words by surveying participants on predefined evaluation proper-
ties. Future work could further investigate participants’ perceptions
of the evaluation properties. To minimise task fatigue and focus on
our initial research direction, this study is limited to three main-
stream algorithms. Nonetheless, they represent key techniques
and stimulate further research attention towards practical user
perspectives in this area. Future studies can expand this work by
exploring additional approaches, such as unsupervised graph-based
algorithms like TextRank and other LLMs like Llama3 and Mistral.

Keywords play a crucial role in contextual advertising targeting.
Although this study is motivated by such practical applications, its
broader aim is to highlight the importance of incorporating user
perceptions in algorithm evaluations. It would be interesting to
compare algorithm-generated keywords with user-selected key-
words in real-world recommendation scenarios, such as contextual
advertising, and to investigate how the quality of the extracted
keywords affects users’ perceived relevance between articles and
ads, and more practically, their purchasing intentions. However,
there are challenges in developing such experiments. Factors such
as numerous external variables like ad layouts and difficulties in
accurately capturing users’ true purchasing intentions via surveys
are likely to influence the experimental outcomes.
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A TASK ARTICLES AND KEYWORD LISTS

The URLSs of the five task articles and their keywords generated by TF-IDF, KeyBERT and Llama 2 are listed, along with the gold-standard keywords selected by the participants
from the preliminary experiment for each article.

Table A.1: URLs of the five sampled task articles.

Id URL

https://www.theguardian.com/society/2022/may/25/more- than- one-in- 10- young- women-now-identify-lesbian-gay-bisexual- or-other
https://www.theguardian.com/news/audio/2022/jul/29/euro- 2022-and- the-future- of -womens-football
https://www.theguardian.com/world/2022/may/31/14th- century-samurai- sword-found-in-car-at-swiss-border

https://www.theguardian.com/music/2022/oct/26/kanye-west-escorted-out-skechers

R N

https://www.theguardian.com/world/2022/jul/21/an-an-worlds- oldest- captive- male- giant-panda- dies-in-hong-kong-zoo-aged- 35

Table A.2: The keywords generated by TF-IDF, KeyBERT, Llama 2 and participants for five sampled articles.

Article TF-IDF KeyBERT Llama 2 Gold Standard
1 heterosexual, bisexual, lesbian, gay, gender, lesbian, gay, bisexual, other, female, bisexual, lesbian, gay, uk, women,
straight, sexual, percentage, ethnicity, footballer young, men, age, sexual, orientation young, orientation, sexual, openness, heterosexual
2 lioness, footballer, football, sport, england, success, girls, uk, guardian, suzanne, football, lionesses, women, uk, accessible,
woman, girl, playing, fa, hannah football, fa, trolling, spain, brighton muslim, girls, role, model, media
3 katana, sword, custom, swiss, antique, swiss, authorities, sword, japan, discovered, swiss, sword, customs, smuggled, fines,
smuggled, franc, fine, samurai, zurich book, contract, invoice, driver, daughter  investigation, criminal, antique, samurai, authorities
4 kanye, adidas, rapper, supremacist, footwear, ~ skechers, kanye, west, unannounced, offices, skechers, antisemitic, kanye, west, adidas,
skechers, fashion, brand, white, gap artist, fashion, statement, brand, antisemitic ~ ye, gap, supremacists, unauthorized, conspiracy
5 panda, jia, chinese, zoo, kong, panda, oldest, hong, an, died, panda, kong, hong, oldest, died,
hong, sichuan, oldest, ocean, ying thursday, zoo, china, jia, ying 200, an, euthanised, ocean, park
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https://www.theguardian.com/society/2022/may/25/more-than-one-in-10-young-women-now-identify-lesbian-gay-bisexual-or-other
https://www.theguardian.com/news/audio/2022/jul/29/euro-2022-and-the-future-of-womens-football
https://www.theguardian.com/world/2022/may/31/14th-century-samurai-sword-found-in-car-at-swiss-border
https://www.theguardian.com/music/2022/oct/26/kanye-west-escorted-out-skechers
https://www.theguardian.com/world/2022/jul/21/an-an-worlds-oldest-captive-male-giant-panda-dies-in-hong-kong-zoo-aged-35

	Abstract
	1 Introduction
	2 Theoretical Background
	3 Methodology
	3.1 Target Properties
	3.2 Experimental Setup
	3.3 Experiments

	4 Results and Discussion
	4.1 User Evaluations as an Indicator of Algorithm Performance
	4.2 Target Properties Used for Evaluation
	4.3 The Influence of Algorithmic Complexity on User Preferences
	4.4 Automatically Versus Manually Selected Keywords: The Gap Is Still Significant

	5 Conclusion
	6 Limitation and Challenges
	References
	A Task articles and keyword lists

