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Abstract

The central decision-making processes involved in online advertising are often supported
by Reinforcement Learning (RL), which serves to optimise long-term accumulative re-
wards through interactions with evolving environments. While RL’s potential in various
real-world applications has been reviewed in extant survey works, the specific ways RL
algorithms address online advertising challenges remain unchartered. Therefore, this paper
reviews RL applications in this practice area, identifying core challenges and key issues
including trust concerns. We categorize reviewed work based on problem domains and
propose potential directions for future research. Our goal is to bridge the cross-disciplinary
gap in this field, offering perspectives and guidance for researchers and practitioners.
Keywords: Reinforcement Learning; Online Advertising; Systematic Survey

1. Introduction

Online advertising is dependent on the programmatic ecosystem for the targeting, person-
alization, and delivery of ads. At the heart of the problem are complex decision-making
processes involving stochastic and often nonstationary user preferences. These character-
istics align with the strengths of Reinforcement Learning (RL), the goal of which is to
maximize long-term cumulative rewards through repeated interaction with, e.g., users or
trade desks. As a result, RL has been applied to many online advertising problems to
optimize services with respect to different needs. Although existing surveys have reviewed
RL’s potential across a range of real-world applications, the specific ways in which RL al-
gorithms address challenges in online advertising remain uncharted. In literature, online
advertising systems are frequently addressed within the broader framework of recommender
systems (RSs); however, they present unique challenges that demand specialized analysis.
Moreover, feedback signals play a crucial role in RL, but the difficulty in directly linking
user purchases to displayed ads increases the complexity of the problem. To address this
gap we review influential literature on RL applications in online advertising. We follow the
PRISMA' protocol and focus on studies that explicitly formalize their problems in online
advertising contexts, or that use advertising simulations and datasets in their experiments.
In doing so, we identify the core issues addressed by RL and present the primary algorithmic
solution approaches.

1. Preferred Reporting Items for Systematic reviews and Meta-Analyses (PRISMA) is a set of guidelines
to enhance the transparency and completeness of reporting in systematic reviews and meta-analyses.
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2. Related Work

Previous surveys can be broadly categorized into two groups: those emphasizing reinforce-
ment learning and those focusing on advertising. The former seeks to provide comprehensive
reviews of RL techniques for decision-making within information-seeking systems, with rec-
ommender systems often being a central focus. For instance, Afsar et al. (2022) classify
RL methods in RSs into shallow and deep RL-based approaches and propose a framework
unifying these problems based on four main components: state representation, policy opti-
mization, reward formulation and environment building. In line with the above discussion,
online advertising is covered by the authors under the broader context of recommender
systems. Similarly, Zhao et al. (2019) review the application of deep RL across three types
of information-seeking systems. Although online advertising is treated separately, the dis-
cussion remains limited to two primary marketing strategies, namely guaranteed delivery
and real-time bidding, leaving room for further exploration of the topic.

In contrast, the second group of reviews centers specifically on online advertising, cov-
ering a wider range of technical aspects within this domain. Due to this shift in focus,
the approaches reviewed are not limited to reinforcement learning but extend to machine
learning in general. For example, in work by Choi and Lim (2020), 23 machine learning-
based strategies for target advertising are investigated and categorized into user-centric and
content-centric approaches. However, given the broad and loosely defined scope of machine
learning and target advertising, the limited selection of papers fails to deliver a compre-
hensive systematic review. In comparison, there are other reviews that narrow their scope
to specific issues in online advertising. For instance, Gharibshah and Zhu (2021) provide a
comprehensive literature review regarding user response prediction in online advertising and
Yang and Zhai (2022) offer a classification of state-of-the-art models for addressing click-
through rate (CTR) prediction problems in advertising. However, the scope of these reviews
differs from that pursued here, which centers on RL applications in online advertising.

3. Method

In our search for relevant literature, we used the databases provided by six well-established
publishers in computer science: Elsevier, ACM, IEEE, Springer, Tayler & Francis, IN-
FORMS, Sage, NeurIPS and Emerald (see Table 1, Line 1-6). We then ran a complemen-
tary search using three scholarly databases (Web of Science, Google Scholar, and Seman-
tic Scholar) to find matches by provided by smaller publishers. Our search phrase was
‘‘reinforcement learning’’ AND ‘‘online advertising’’.

After excluding webpages, workshop introductions and summaries, books, book reviews,
tutorials, technical reports, keynotes, extended abstracts, opinion papers, and duplicates,
425 research papers remained. These were then further filtered for relevance based on their
titles, abstracts, and introductions, forming an initial literature pool. We subsequently ex-
amined the references cited within these papers and, when relevant, added them to the pool.
This process was repeated iteratively until the pool stabilized, ultimately comprising 163
ranked articles. In reviewing these works, we focused on the problems, solutions, contex-
tual features, reward functions, benchmarks, datasets, and metrics discussed. Finally, we
synthesized our findings, and this paper presents a summary with respect to key challenges,
prospects, and issues of trust.
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Table 1: The publisher and scholarly databases used in the literature search. For illustra-
tion, we include the number of articles contributed by each publisher for the search

phrase ¢ ‘reinforcement learning’’ AND ‘‘online advertising’’.
Database Link Search results
Elsevier https://www.sciencedirect.com/ 82
ACM Digital Library https://dl.acm.org/ 246
IEEE Xplore https://ieeexplore.ieee.org 26
SpringerLink https://link.springer.com/ 82
Taylor & Francis Online https://www.tandfonline.com/ 13
INFORMS https://pubsonline.informs.org/ 32
Sage Journals https://journals.sagepub.com/ 6
NeurIPS https://neurips.cc/ 75
Emerald https://www.emerald.com/insight/ 5
Web of Science https://www.webofscience.com
Google Scholar https://scholar.google.com/
Semantic Scholar https://www.semanticscholar.org/
Total 546

4. Central Challenges in RL for Online Advertising

In this section, we categorized the reviewed studies based on the challenges addressed,
together with the RL approaches used to tackle them.

4.1. Optimization of Recommendations

Consistent with recommender systems more broadly, algorithms for online advertising are
designed to pursue promotional objectives by shaping users’ preferences and consumption
behavior through recommended items. Accordingly, a significant body of the literature is
devoted to the challenges associated with the optimization of such recommendation pro-
cesses. The problem is often formalized as a bandit problem, aiming to maximize reward
payoffs. For instance, Li et al. (2010a) assume a linear relationship between observed en-
vironment features and the expected payoff of a recommended ad. The authors use the
Upper Confidence Bound approach to select the ad that yields the highest expected reward.
Building on this, Zeng et al. (2016) incorporate time-varying features for recommendation
optimization. In the study by Pei et al. (2019), the authors propose a value-aware RL
algorithm to directly optimize profits, where the features used for describing each item are
economic metrics instead of precision metrics.

Reward functions are central to reinforcement learning. In online advertising, user
responses are the most commonly employed form of reward. Accurately modeling these
responses, however, is highly challenging, often resulting in less informative reward sig-
nals and suboptimal recommendation performance. To overcome this problem, Chen et al.
(2021) propose a generative inverse RL approach that learns directly from observed user
behaviors without defining explicit reward functions. It assumes the existence of an expert
model with sufficient knowledge of the environment to consistently make optimal recom-
mendations. The RL model’s goal then shifts to approximate the expert’s policy, reframing
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recommendation optimization as an automatic policy learning problem. This approach im-
proves adaptability to complex real-world problems and enhances learning efficiency with
the guidance of the assumed expert. However, careful consideration is necessary for for-
malizing the expert model, as the performance of the expert policy directly influences the
quality of the final recommendations.

4.2. Optimization of Bids

In online advertising, an impression refers to an opportunity to display an ad to a user. Real-
Time Bidding (RTB) allows advertisers to compete for these impressions programmatically
through automated auctions. To maximize profits in this competitive environment, adver-
tisers must optimize their bidding strategies: deciding when to bid, how much to bid, and
which ads to promote.

Traditional bidding systems are often static, but the dynamic nature of online advertising
requires adaptive approaches. Consequently, several recent works attempt to derive an
optimal bidding strategy through RL. For instance, Cai et al. (2017) formulate the bidding
problem as a sequential Markov Decision Process and uses dynamic programming to learn
optimal bidding strategies, considering remaining bidding times and budgets. However,
model-based RL methods like this can be inefficient and computationally expensive due
to the need to store state transitions. To address this, Wu et al. (2018) further propose
a model-free RL approach to improve efficiency in learning the optimal bidding strategy.
In this approach, instead of deriving specific discrete bids, a bidding scaling parameter is
learned by a deep Q-network to dynamically generate continuous optimal bids.

Most bidding optimization solutions are discussed under budget constraints, and to
generalize these solutions for broader real-world applications, He et al. (2021) develop a
unified framework using the Deep Deterministic Policy Gradient (DDPG) method to opti-
mize bidding strategies for various advertiser demands. In the study by Yang et al. (2025),
the authors propose a Proximal Policy Optimization (PPO)-based framework for budget
allocation in a multi-channel advertising environment. The framework incorporates a multi-
channel cooperative distribution model that integrates user behavioral coefficients with the
marginal contributions of different channels to reduce redundancy and improve allocation
efficiency. Moreover, beyond bidding strategy optimizations, other works also explore RTB
auction mechanisms. The predominant approach in RTB is Generalized Second-Price (GSP)
which ranks candidate ads based on a fixed set of predefined metrics, including their bids,
and the top-ranked ad wins the auction with a cost of the second-highest bid. Zhang et al.
(2021) point out that traditional GSP mechanisms usually use static ranking functions that
focus solely on a single metric. Therefore, the authors propose a new ranking method, using
DDPG to enhance efficiency by accounting for multiple, potentially conflicting, metrics that
influence ad actions.

4.3. Off-Policy Evaluation

Off-policy evaluation (OPE) is a common technique in RL-based decision-making. The
idea is to evaluate candidate strategies using historical logged data, offering a cost-efficient
alternative to online evaluation. In advertising, online A /B testing is a common method to
assess new strategies, but it can be prohibitively expensive to test each new strategy this
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way. In addition, new strategies are not guaranteed to be better, so testing them directly
online may risk having an undesired influence on users, potentially harming advertisers’
long-term profits such as brand reputation.

A challenge with off-policy evaluation is that user responses are only available for actions
recorded in the logged data, and that data may be biased. To address this, Langford et al.
(2008) discuss OPE in a contextual bandit setting. The authors show that policy evaluation
is not tractable if it relies on current contexts and propose a value calculator for context-
independent policies. However, in the real world, policies are often likely to be closely related
to various contexts, so the practicality and validity of the method discussed in this paper
remain unclear. Strehl et al. (2010) extend this work by introducing a lower-error-bounded
policy value estimator that also incorporates context features. The estimator is reported to
perform well on Yahoo! datasets, but its performance depends on many parameter choices.

User responses are also available in the bandit dataset created by Saito et al. (2021)
which contains public data collected from a Japanese e-commerce platform. The authors
also provide open-source Python software to implement various bandit policies, offline policy
learning methods, and benchmarks for several policy value estimators. To improve offline RL
policies, Li et al. (2024) propose a trajectory-wise framework that injects noise into policy
parameters and uses a novel Robust Trajectory Weighting method to address insufficient
exploration and inadequate exploitation in the offline training.

4.4. Other Challenges

In addition to the three main challenges discussed above, there are several other issues. For
instance, Ma et al. (2018) investigate data poisoning attacks, where a potential attacker
manipulates the training data to influence the performance of the resulting models, causing
financial losses or social risks. Therefore, understanding these offline data poisoning attacks
is beneficial for developing a robust and defendable model. The authors simulate such
attacks using Upper Confidence Bound methods, demonstrating their effectiveness in the
experiments with small and undetectable poisoning modifications.

On another front, Hill et al. (2017) study ad layout optimization problems, focusing
on multivariate optimization of interactive layouts in large decision spaces. Rather than
optimizing the individual components of an ad layout in isolation, they use a parametric
Bayesian model to capture the interaction between any two layout components. The au-
thors then formulate the optimization task as a combinatorial bandit problem, employing
Thompson sampling to balance exploration and exploitation. To identify the optimal solu-
tion, they use a greedy hill-climbing method that navigates the decision space in real-time.
Similarly, Wang et al. (2021) propose a three-phase framework for ad text generation. The
first two phases involve pre-training a Transformer-based language model on unsupervised
data and fine-tuning it with supervised data collected from expert advertisers. Then in
the final phase, model-based RL methods are used to refine the model through interac-
tions with users, so that the generated ad text becomes as natural and pleasing as possible.
Beyond texts, ad image generation also falls within this broader category of ad layout op-
timization. Chen et al. (2025) incorporate Multimodal Large Language Models (MLLMs)
for CTR-driven ad image generation. After pre-training the model, they introduce a novel
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reward model that jointly considers multimodal features and user preferences, and develop
a product-centric preference optimization strategy to further improve model efficiency.

5. Prospects and Trust

The study of reinforcement learning in decision-making can be traced back decades, but the
emergence of real-time bidding has significantly accelerated its development. We are now
seeing a greater focus on problems motivated by real-world scenarios, which are dynamic,
vast, and intricate in nature. While this is scientifically interesting and encourages the
development of sophisticated algorithms, it also raises concerns regarding efficiency, com-
putational resources, and trustworthiness. Metrics such as error bounds, convergence speed,
and user experiences become integral to evaluating performances (Li et al., 2010b; Pei et al.,
2019; Chen et al., 2025). There is also a trend exploring more comprehensive and unified
solutions that, e.g., consider weighted combinations of metrics (Lacerda, 2017; He et al.,
2021). In this case, the cross-disciplinary gap between RL and advertising is shrinking,
with economic considerations increasingly represented in the algorithms. Examples include
multi-objective optimization, ad layout design, and multi-agent bidding strategies.

Despite these efforts, significant challenges still exist, particularly the pressing need
for open-source datasets and libraries. Advertising data often involves sensitive user or
brand information, leading to limited availability of open-source datasets, which are always
encoded and incomplete. Consequently, many studies rely on private datasets (Zhao et al.,
2018; Pei et al., 2019; Liao et al., 2022; Li et al., 2024), hindering reproducibility and
comparative evaluation. For instance, research on balancing exploration and exploitation
may have inconsistent performance comparisons, partly due to testing on different private
datasets (Li et al., 2010a; Afsar et al., 2022).

Lastly, as the advertising industry adapts to data protection regulations, there is a
growing need for transparent and trustworthy solutions. For instance, demographic bias
in personalized advertising systems remains a concern, and fairer solutions such as those
proposed by Timmaraju et al. (2023) are needed to foster a more equitable advertising
ecosystem. Contextual advertising has emerged as an alternative targeting approach that
does not rely on personal data, while ad allocation and layout design increasingly emphasize
the quality of interaction. As the user experience becomes ever more critical, it is essential
to consider what defines a good advertising algorithm from an interdisciplinary perspective.

6. Conclusion

In this paper, we review the applications of reinforcement learning in online advertising,
identifying key problems and future research directions in the field. Core challenges such
as RTB optimization demonstrate RL’s ability to address dynamic advertising problems.
As the interest in creating scalable, dynamic, and trustworthy online advertising systems
increases, there is a pressing need for more public datasets and the development of interdis-
ciplinary, user-centric, and transparent RL approaches. These advancements are essential
for fostering more effective and ethical advertising strategies in the future.
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